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PAPER

Capacity Estimation for Overlaid Multiband CDMA

Systems with SIR-Based Power Control

Duk Kyung KIM†∗, Nonmember and Fumiyuki ADACHI†∗∗, Regular Member

SUMMARY As a flexible way to accommodate a variety of
services, a number of spreading bands are now considered in
International Mobile Telecommunications-2000 (IMT-2000) sys-
tems and more than two (overlaid) bands can be operated si-
multaneously in CDMA systems. Capacity estimation in CDMA
systems is an important issue in performance analysis and call
admission control (CAC), which is closely related to power con-
trol. This study derives the reverse link capacity of signal-to-
interference ratio (SIR)-based power-controlled overlaid multi-
band CDMA systems in single and multiple cell environments.
The weighted-aggregated data rate is introduced as the link ca-
pacity, which can reflect different spreading bandwidths and dif-
ferent QoS requirements. Various combinations of 5, 10, and
20MHz subsystems are compared to one another in view of the
maximum weighted-aggregated data rate. The impact of pulse
shaping on CAC and the effect of multiple traffic accommodation
on link capacity are also investigated.
key words: overlaid multiband CDMA systems, SIR-based

power control, raised cosine �ltered chip pulse

1. Introduction

Mobile communications services have deeply pene-
trated our society during the last two decades. Cur-
rent second generation systems are successfully being
operated in many countries, which are based on ei-
ther time division multiple access (TDMA) or direct
sequence code division multiple access (DS-CDMA)
technologies. However, they are not expected to cope
with the increasing demand for higher link capacity
and for a variety of services including high-quality
and high-rate services. Therefore, International Mo-
bile Telecommunications-2000 (IMT-2000), as the third
generation mobile communication system, is actively
being developed for commercial services from 2001.
Due to the numerous advantages over TDMA, such as
soft handoff and the exploitation of multipath fading
through Rake receivers, CDMA is a strong candidate
for IMT-2000 systems. Since the current narrowband
CDMA technology is not suitable for true IMT-2000
systems, a new technology called wideband CDMA is
being developed throughout the world. In order to
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flexibly accommodate various services, three spread-
ing bands (5/10/20MHz) are now considered for the
IMT-2000 system [1]. When more than two bands are
being operated simultaneously in a system, this system
is called as a multiband system. In the initial phase of
the commercial launch of IMT-2000 systems, a 5MHz
band may be implemented. Then, other bands will be
added, keeping pace with the demand of mobile users
and the development of technologies. One attractive
feature of CDMA is the coexistence with other CDMA
systems operating in the same frequency band [2], [3].
By virtue of this feature and due to the limited radio
frequency band, using overlaid multiband systems is
considered a flexible way to accommodate the services
with a wide range of bit rates and quality-of-services
(QoSs).

Capacity estimation is an important issue in per-
formance analysis and call admission control (CAC),
which is closely related to power control schemes in
CDMA systems. Many previous papers were based on
strength-based power control. For example, Gilhousen
et al. [4] calculated the capacity of systems supporting
voice traffic and Ariyavisitakul [5] simulated a strength-
based transmit power control (TPC) system. How-
ever, the signal-to-interference ratio (SIR)-based TPC
is strongly recommended in IMT-2000 systems due to
its potential for higher link performance [6]. This po-
tential was probably, first indicated by Ariyavisitakul
[7] using a simulation method in a constant bit rate
(CBR) traffic environment. Lee and Sung [8], [9], and
Kim and Sung [10] evaluated the capacity of DS-CDMA
systems with an SIR-based TPC. However, they fo-
cused on a single cell environment. Kim and Sung [11]
newly introduced a methodology for the reverse link
capacity estimation for an SIR-based power-controlled
system in a multiple cell environment and investigated
the effects of the activity factor, the required signal
energy per information bit-to-interference plus back-
ground noise spectrum density ratio Eb/Io, the max-
imum received power, and propagation parameters on
link capacity. Kim and Sung [12] also estimated the
reverse link capacity for a multi-code CDMA system in
terms of the admissible region in the CAC and investi-
gated the effects of traffic and propagation parameters.
All these studies, however, were based on systems with
a single spreading band.

In overlaid multiband systems, Jeong et al. [13] an-
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alyzed the reverse link capacity in a single cell environ-
ment in terms of the aggregated data rate. Adachi [14]
also investigated the reverse link capacity for the case
where users require different levels of QoS (or differ-
ent required SIRs). However, they did not consider
the spectral shaping by channel filtering of the spread
signal and simply assumed that the signal power is uni-
formly distributed over an entire spreading band. Kim
et al. [15], [16] considered the effect of channel filter-
ing on the link capacity and proposed a radio resource
management scheme in an overlaid multiband CDMA
system. However, they considered a multiple cell sys-
tem that simply included the other cell interference
factor, f , where f is constant. As indicated in [11],
[12], the value of f can be different according to the
adopted power control scheme and the traffic environ-
ment. Moreover, for the capacity comparison of over-
laid multiband CDMA systems, neither the aggregated
data rate nor the number of users of each traffic type is
suitable as performance measures. This is because the
actual impact of users on link capacity depends on not
only the data rate and the number of users, but also
the required QoS as shown in [11], [12]. The weighted-
aggregated data rate is newly introduced as the link ca-
pacity in this paper, which can reflect different spread-
ing bandwidths and different QoS requirements.

This paper extends the studies of SIR-based TPC
systems in [11], [12] to an overlaid multiband CDMA
system. The reverse link capacity is estimated in single
and multiple cell systems with multi-class CBR traffic.
We assume a square root raised cosine Nyquist filter
at both transmitter and receiver. Furthermore, the ef-
fect of a raised cosine filtered chip pulse on the mu-
tual interference among the subsystems with different
spreading bands is investigated. Various combinations
of 5, 10, and 20MHz subsystems are compared in terms
of the maximum value of the weighted-aggregated data
rate and some unique features are discussed in overlaid
multiband CDMA systems.

Section 2 describes the system model and the as-
sumptions. Section 3 reviews the relationship between
the moment statistics of other cell interference and the
received power in [11], [12], and the effect of a raised
cosine filtered chip pulse on the mutual interference re-
ferring to [15], [16]. Section 4 derives the reverse link
capacity of an overlaid multiband CDMA system with
SIR-based TPC in a multiple cell environment. After
showing numerical examples, Sect. 5 compares the ca-
pacities of various combinations and points out some
unique features in an overlaid multiband CDMA sys-
tem. Finally, Sect. 6 gives our conclusions.

2. System Model

To begin with, the following assumptions are used
throughout the paper:

• 5/10/20MHz spreading bandwidths are consid-
ered. Although there is no restriction on the
spreading bandwidth and on the traffic type in
the derivation of link capacity, three bandwidths
are assumed for acquiring a good understanding
and for numerical examples. Recently, these three
bandwidths have been considered for the IMT-
2000 system.

• A subsystem uses a single spreading bandwidth.
Total allocated spreading bandwidth is assumed to
be 20MHz. Hence four 5MHz, two 10MHz, or one
20MHz subsystem can be allocated in a system.
There is no overlap between subsystems with the
same spreading bandwidth and the center carrier
frequency of each subsystem is located to maxi-
mize the number of available subsystems. Figure 1
shows all allocated subsystems together with the
power spectral density (PSD) of the transmitted
signal. Each subsystem is indexed from 1 to 7.

• Hexagonal cells of equal size are assumed and
base stations (BSs) are located at the center of
each cell. The subsystems with different spreading
bandwidths share the same cell and the same BS
receiver.

• The variable spreading factor method [1] is used for
transmission of high rate traffic in a subsystem.

3. Preliminary

In [11], the relationship between the received power at
a home BS and the Gaussian-modeled other cell inter-
ference from users who are power-controlled by other
BSs was derived for a single type of traffic. Section 3.1
reviews this relationship.

In general the chip waveform is an important factor
in determining the link performance. Moreover, in an
overlaid multiband CDMA system, the shape of PSD,
which depends on the chip waveform, determines the
mutual interference among the subsystems with dif-
ferent spreading bands. The rectangular chip wave-
form was previously used in [11], [12], but the raised
cosine filtered chip pulse with a roll-off factor of α will
be adopted for IMT-2000 systems (i.e., a square root
raised cosine Nyquist filter is used for transmitter and
receiver filters) in order to reduce both the intersymbol
effect and the spectral width of the modulated signal
[20]. Section 3.2 reviews the effect of the raised cosine
filtered chip pulse referring to [15], [16].

3.1 Relationship between Received Power and Other
Cell Interference

The relationship between the received signal power, S,
and the other cell interference power, Iother, was de-
rived in a non-fading environment in [11], [12]. The
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following were assumed:

• Ideal hexagonal cell structure with a unit cell ra-
dius.

• The zero-th cell and 18 other cells indexed m in
the first and second tiers.

• Spatially uniform density of users ρ = 2N
3
√
3
, where

N is the number of users of each cell.

• Perfect power control.

• The best cell site that has the least product of path
loss and shadowing is always selected for commu-
nication (this is equivalent to selection-type soft
handoff).

• Gaussian model for other cell interference.

Let µ be the path loss exponent and the shadowing
follow a log normal process with standard deviation
σ dB and mean = 0dB. Then, the mean, mI , and the
variance, σ2I , of other cell interference power can be
approximated as [11], [12]

mI ≈ M(µ, σ)E[S]N, (1)
σ2I ≈

{
A(µ, σ)E[S2]−B(µ, σ)E2[S]

}
N, (2)

where E[·] is an ensemble operation and M(µ, σ),
A(µ, σ), and B(µ, σ) are given by:

M(µ, σ) = e{σ ln(10)/10}2
∫∫ (

rm

r0

)µ

· Φ
(

10µ√
2σ2

log10(ro/rm)−
√
2σ2

ln(10)
10

)
ρ′dA,

A(µ, σ) = e{σ ln(10)/5}2
∫∫ (

rm

r0

)2µ

· Φ
(

10µ√
2σ2

log10(ro/rm)−
√
2σ2

ln(10)
5

)
ρ′dA,

B(µ, σ) = e2{σ ln(10)/10}2
∫∫ (

rm

r0

)2µ

· Φ2
(

10µ√
2σ2

log10(ro/rm)−
√
2σ2

ln(10)
10

)
ρ′dA,

respectively, and rm is the distance from an mobile sta-
tion (MS) to the m-th BS, and ρ′ and Φ(x) are ex-
pressed as

ρ′ = ρ/N,

Φ(x) =
1√
2π

∫ x

−∞
e−y2/2dy.

The values of M(µ, σ), A(µ, σ), and B(µ, σ) are
denoted as M , A, and B, respectively. M , A, and B
depend only on µ and σ, and are independent of the
traffic type. M , A, and B can be numerically obtained
by considering the first and second tiers. For µ = 4 and
σ = 8dB, M = 0.659, A = 0.223, and B = 0.04.

Fig. 1 PSD h(f) of the transmitted signal.

3.2 Effect of Raised Cosine Pulse Shaping

The raised cosine spectrum is widely used in practice
and its composite transfer function, H(f), of trans-
mitter and receiver filters with a roll-off factor of α
(0 ≤ α ≤ 1) is given by [19], [20]

H(f) =




1, for 0 ≤ |f − fc| <
1− α

2Tc
,

1
2

[
1− sin

(
2π|f − fc|Tc − π

2α

)]
,

for
1− α

2Tc
≤ |f − fc| ≤

1 + α

2Tc
,

0, otherwise,

(3)

where Tc denotes the chip duration and fc is the center
carrier frequency. The RF passband bandwidth B is
given as [20]

B =
1
Tc

(1 + α).

In this paper the value of 1/Tc is set to 4.096Mcps,
8.192Mcps, and 16.384Mcps for 5MHz, 10MHz, and
20MHz spreading bandwidths, respectively, when α is
set to 0.22. The PSD h(f) of the received signal can be
expressed as

h(f) =
SH(f)∫∞

−∞H(f)df
,

where S is the received signal power. In Fig. 1, h(f) is
obtained assuming that S is the same for all subsystems
to see the effect of pulse shaping.

In an overlaid multiband CDMA system, the mu-
tual interferences among different subsystems can be
determined by the PSD of the transmitted signal and
the transfer function of the receive filter. Let Sk be the
power of a user received at a BS in subsystem k. The
interference suppression factor, ξkm, from subsystem k
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to subsystem m was newly introduced in [16], which is
defined as

ξkm
	
=

Skm

Sk
, (4)

where Skm (0 ≤ Skm ≤ Sk) is the power portion of Sk

received by the BS receiver in subsystem m. (4) can be
simply expressed as [21]

ξkm =
∫
Hk(f)Hm(f)df∫

Hk(f)df
, (5)

where Hk(f) is H(f) in subsystem k. More precisely,
the interference power of another user in subsystem k is
suppressed by a factor of ξkm at a desired user’s receiver
in subsystem m through the chip waveform matched
filter. Interference power from other users are further
suppressed, divided by the spreading factor through the
code mathed filter (or correlator) for a random spread-
ing code. We assumed asynchronous CDMA systems,
where the interference user is asynchronous to the de-
sired user (this is true in the reverse link). When k =
m, ξkm is readily expressed as

ξmm = 1− α

4
,

which is 0.945 for α = 0.22 [22]. On the other hand,
for the case of rectangular chip pulse, it is 2/3.

4. Reverse Link Capacity

CBR traffic with different data rates and different QoS
requirements are considered. Let K denote the num-
ber of subsystems and T denote the number of traffic
types. A user of traffic type t is called a type-t user
and is assumed to have a data rate of Rt. A type-t
user requires an Eb/Io target value of γt(m) in subsys-
tem m. Even though the same type-t users require the
same bit error rate (BER), the value of γt(m) may differ
according to the spreading bandwidth and the adopted
channel coding scheme. Let us consider that a total
nt(m) of type-t users are in communication in subsys-
tem m and their received signal power levels at their
home BSs are denoted as St(m). In an SIR-based TPC
system, St(m) is a random variable according to the in-
terference level. If W(m) is the chip rate of subsystem

m, Gt(m) (
	
= W(m)/Rt) is processing gain G of a type-t

user in subsystem m.

4.1 Eb/Io Equation

Referring to [8], [16], the Eb/Io of a type-t user in sys-
tem m can be expressed as(

Eb

Io

)
t(m)

	
=

Gt(m)St(m){ ∑K
k=1 ξkm

(∑T
i=1 ni(k)Si(k)

−St(m)

)
+ I(m) + 1

} , (6)

where I(m) is the other cell interference power in sub-
system m. It is noted that all types of users in the same
subsystem endure the same amount of other cell inter-
ference. It is also noted that, in (6), the signal power
and interference power are normalized by background
noise power ηoW(m) in the subsystem of interest, where
ηo/2 is the two-sided background noise power spectrum
density (thus, now St(m) and I(m) denote the signal-to-
noise power ratio (SNR) and the interference-to-noise
power ratio (INR), respectively). The definition in (6)
is based on a Gaussian density approximation used to
evaluate the BER in an asynchronous DS-CDMA sys-
tem when an additive white Gaussian noise (AWGN)
process and random signature sequences are assumed
[18].

Assuming all users are power controlled to main-
tain minimum power levels satisfying (Eb/Io)t(m) =
γt(m), (6) can be rewritten as

K∑
k=1

ξkm

(
T∑

i=1

ni(k)Si(k)

)
+ I(m) + 1

= St(m)

(
ξmm +

Gt(m)

γt(m)

)
, for all m, t. (7)

Readily, from (7), the received powers of type-t users
in subsystem m satisfy the following relationships

St(m) =

(
ξmm + G1(m)

γ1(m)

)
(
ξmm + Gt(m)

γt(m)

)S1(m). (8)

The above equation can be simplified as

St(m) = βt(m)S1(m), (9)

where

βt(m)
	
=

(
ξmm + G1(m)

γ1(m)

)
(
ξmm + Gt(m)

γt(m)

) .
Substitution of (9) into (7) yields

K∑
k=1

ξkm

(
T∑

t=1

nt(k)βt(k)S1(k)

)
+ I(m) + 1

= S1(m)

(
ξmm +

G1(m)
γ1(m)

)
, for all m. (10)

If we use the following definitions:

S(k)
	= S1(k),

G(m)
	
= G1(m),

γ(m)
	
= γ1(m),

ñ(k)
	
=

T∑
t=1

nt(k)βt(k),
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(10) reduces to

K∑
k=1

ξkmñ(k)S(k) + I(m) + 1

= S(m)

(
ξmm +

G(m)

γ(m)

)
. (11)

A Gaussian model is adopted for other cell inter-
ference power I(m) in subsystem m. If received powers
of differently-located MSs are assumed to be mutually
independent regardless of traffic type, it was indicated
in [12] that I(m) can be obtained as the sum of the
independent Gaussian-modeled other cell interference
power of each traffic type. In an overlaid multiband
CDMA system, the power level of ξkmSt(k) is received
at the BS receiver of subsystem m from a type-t user
in subsystem k, and ξkm is independent of the traffic
type. Hence from (1) and (2), meanmI(m) and variance
σ2I(m)

of I(m) can be expressed as [4], [11], [12]:

mI(m) =
K∑

k=1

ξkmM

T∑
t=1

nt(k)E[St(k)], (12)

σ2I(m)
=

K∑
k=1

ξ2km

(
A

T∑
t=1

nt(k)E[S2t(k)]

−B

T∑
t=1

nt(k)E
2[St(k)]

)
. (13)

From (9), (12) and (13) reduce to

mI(m) =
K∑

k=1

ξkmMñ(k)E[S(k)], (14)

σ2I(m)
=

K∑
k=1

ξ2km

(
A

T∑
t=1

nt(k)β
2
t(k)E[S2(k)]

−B
T∑

t=1

nt(k)β
2
t(k)E

2[S(k)]
)
. (15)

To compute the BER based on Gaussian approxima-
tion, we need to know mI(m) and σ2I(m)

.

4.2 Obtaining mI(m) and σ2I(m)

By taking the expectation of both sides of (11) and by
substituting (14) into (11), the following relations are
obtained

K∑
k=1

ξkmñ(k)E[S(k)] (1 +M) + 1

=
(
ξmm +

G(m)

γ(m)

)
E[S(m)], for all m. (16)

From (16), E[S(m)] is obtained (this is also used later

to obtain σ2I(m)
). Using (14), mI(m) can be obtained.

To obtain σ2I(m)
, we first express (11) as

AS = B, (17)

where

S =




S(1)
...

S(K)


 ,

A is a K ×K matrix, and B is a K × 1 column vector.
Elements amh of A can be given by

amh =


 ξmm +

G(m)
γ(m)

− ξmmñ(m), if m = h

−ξhmñ(h), otherwise,
(18)

and elements bm of B can be expressed as

bm = I(m) + 1. (19)

From (17), S can be obtained by

S = A−1B
	
= CB. (20)

Therefore, S(m) can be expressed as the weighted sum
of INR in each subsystem. If the other cell interfer-
ence in each subsystem is assumed to be mutually in-
dependent of one another, the variance of S(m) can be
obtained as the sum of variances σ2I(k)

. Hence E[S2(m)]
can be easily obtained from (20):

E[S2(m)] =
K∑

k=1

c2mkσ
2
I(k)

+ E2[S(m)], (21)

where cmk is an element in the m-th row and k-th col-
umn of C.

The steps for calculation are as follows:

1. Calculate E[S(m)] and mI(m) for all m from (14)
and (16).

2. Set all σ2I(m)
to zero.

3. Calculate E[S2(m)] from (21).

4. Calculate σ2I(m)
from (15).

5. Repeat steps 3 and 4 until the errors of σ2I(m)
are

within a given bound. For numerical examples, the
sum of errors is set to be less than 1%.

4.3 Computing Capacity

When all MSs satisfy the required Eb/Io, this is called
the normal state. Then, the link enters an outage state
if one or more than one MS can no longer satisfy the
required Eb/Io, i.e., if the required signal power level is
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greater than the maximum allowable value. In math-
ematical analysis, when too many users are accommo-
dated in a system, the required signal power level can
be calculated as a negative value in (20), which is also
considered here as an outage state. From the mean and
variance statistics in (16) and (21), the outage proba-
bility can be obtained for each subsystem. If P(m),out

is the outage probability of subsystem m and N is the
matrix of nt(m) (1 ≤ m ≤ K, 1 ≤ t ≤ T ), the admissi-
ble region can be expressed as N satisfying

P(m),out ≤ om, (22)

where om is the maximum allowable outage probability
of subsystem m. To obtain a tolerable BER for all
subsystems, N should satisfy (22) for all m.

Weighted-aggregated data rate Rwa is newly intro-
duced as the link capacity:

Rwa
	
= R1

K∑
k=1

ñ(k) = R1

K∑
k=1

T∑
t=1

nt(k)βt(k), (23)

where βt(k) is a weighting factor that depends on the
processing gain and the required Eb/Io of a type-t user
in subsystem k. Factor βt(k) is defined as the ratio
of the received powers of type-t and type-1 users (see
(9)). Thus, the type-t user produces βt(k) times larger
interference power than the type-1 user. From this,
nt(k)βt(k) denotes the equivalent number of type-1 users
for a type-t user in subsystem k. Hence Rwa/R1 phys-
ically represents the equivalent number of type-1 users
accommodated in a system.

As a special case, let us consider a single cell sys-
tem. There is no other cell interference in a single cell
system. By setting

I(m) = 0, for all m

in (19), we can obtain the required SNR level, S(m),
of each system from (17). Then, we can determine the
admissible region satisfying the following condition:{

S(m) : 0 ≤ S(m) ≤ S(m),max for all m
}
, (24)

where S(m),max is the maximum received SNR of a type-
1 user in subsystem m.

5. Numerical Examples

In the following numerical computations, we use T = 3
and K = 7 as indicated in Table 1 and Fig. 1. Table 1
shows three representative traffic types: voice (8 kbps),
fax (64 kbps), and video (128 kbps). Each traffic trans-
mits its data at a constant rate. Four combinations are
considered as the numerical examples.

• Case A: Subsystems 1, 2, 3, and 4 are initially
implemented.

Table 1 Traffic parameters.

Index (t) Data rate (Rt) Eb/Io target
Low-rate (voice) 1 8 kbps 3.34 dB
Medium-rate (fax) 2 64 kbps 2.3 dB
High-rate (video) 3 128 kbps 1.6 dB

Fig. 2 Conceptual description of four cases.

Table 2 System parameters.

S(1),max (voice) 0 dB

α (roll-off factor) 0.22
µ 4
σ 8 dB

• Case B: Subsystems 5 and 6 are additionally added
to case A.

• Case C: Subsystem 7 is supplemented to case A.

• Case D: All seven subsystems are operated to-
gether.

Figure 2 conceptually describes these four cases. Unless
otherwise stated, for computational simplicity, only fax
traffic is assumed to be accommodated in subsystems
5 and 6, and only video traffic is assumed to be accom-
modated in subsystem 7 in a multiple cell environment.
However, the impact of multiple traffic accommodation
will be discussed later in this section.

The required Eb/Io strongly depends on the re-
quired BER and the adopted performance-enhancing
technology. The different values of Eb/Io are deter-
mined based on the computer simulation results in [17]
and in our computer simulation. In the following, voice
traffic is assumed to require an Eb/Io of 3.34 dB to
achieve the BER of 10−3 when a convolutional code
of rate 1/3 and an interleaving length of 10msec are
adopted. For fax and video, an interleaving length
of 80msec and a turbo code of rate 1/3 are used in
a Rayleigh fading environment with the Vehicular-B
power delay profile [17]. These two traffic types re-
quire Eb/Io values of 2.3 dB and 1.6 dB, respectively,
to achieve the BER of 10−6 (the effect of a different
target value of Eb/Io is described in [11], [12]). Table 2
shows the system parameters, where roll-off factor α
of a raised cosine filter is set to 0.22. S(1),max = 0dB
corresponds to the signal energy per information bit-
to-background noise density ratio of a type-1 (voice)
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Table 3 The values of interference suppression factors ξkm.

k\m 1 2 3 4 5 6 7
1 0.945 0 0 0 0.881 0 0.667
2 0 0.945 0 0 0.881 0 1
3 0 0 0.945 0 0 0.881 1
4 0 0 0 0.945 0 0.881 0.667
5 0.441 0.441 0 0 0.945 0 0.881
6 0 0 0.441 0.441 0 0.945 0.881
7 0.167 0.250 0.250 0.167 0.441 0.441 0.945

Fig. 3 Comparison of the maximum value of weighted-
aggregated data rate Rwa within the admissible region.

user, (Eb/ηo)(1),max = G(1)S(1),max = 27.1 dB. Only
the maximum received SNR of voice traffic is shown
in Table 2. The maximum received SNRs of the other
traffic types are assumed to keep the relations:

S1(m),max =
S2(m),max

β2(m)
=

S3(m),max

β3(m)
. (25)

The values of interference suppression factor ξkm are
listed in Table 3. It is noted that the effect of subsystem
7 on subsystem 1 is smaller than the effect on subsystem
2 or 3 because the signal power is mainly concentrated
at the center of the band.

In (22), the values of om are set to 0.01 for all m
and Pout denotes the maximum value of P(m),out (1 ≤
m ≤ K). Then, the admissible region should satisfy
the following condition:

Pout ≤ 0.01.

This condition is used throughout the paper (the effect
of different maximum allowable outage probability can
be found in [12]).

5.1 Comparison of the Maximum Capacity

Figure 3 shows comparisons of the maximum value of
Rwa within the admissible region in single and multi-
ple cell systems for four cases. When two subsystems
with a 10MHz spreading bandwidth are implemented
instead of four subsystems with a 5MHz spreading
bandwidth (i.e., subsystems 5 and 6 instead of subsys-
tems 1, 2, 3, and 4), the link capacity is approximately

Fig. 4 Admissible region boundary for a single cell system
when only subsystems 1, 2, and 5 are considered in Case B.

the same because the required Eb/Io of a type-t user
is assumed to be constant regardless of the spreading
bandwidth and the capacity is limited by mutual in-
terference rather than by background noise (the effect
of the maximum received power is described in [11]).
Similarly, if only subsystem 7 is used, the link capac-
ity is approximately the same as the capacity of sub-
systems 1, 2, 3, and 4. It is interesting to note from
Fig. 3 that it does not degrade the capacity, but yields
a slight capacity gain to supplement subsystems 5, 6,
and 7. Cases B and C yield approximately 3.2% and
6.6% capacity gains compared to Case A. There is still
inefficient bandwidth usage around the boundaries of
the spread band, even though a raised cosine filtered
chip pulse is used to mitigate this problem. This ineffi-
ciency can be reduced by overlapping subsystems with
different spreading bandwidths. However, supplement-
ing Case C with subsystems 5 and 6 (i.e., Case D) does
not provide any capacity gain because the mutual in-
terference among subsystems offsets the capacity gain.
The multiple cell capacity is approximately 60% of the
single cell capacity, which was indicated in [11] in a
CBR traffic environment.

5.2 Case B

In Case B, subsystems 1, 2, and 5 are mutually inde-
pendent of subsystems 3, 4, and 6. Figure 4 shows
the admissible region boundary for a single cell system
when only subsystems 1, 2, and 5 are considered in
Case B. Notations ñ(1), ñ(2), and ñ(5) are used instead
of n1, n2, and n5 (ñ(m) denotes the equivalent number
of type-1 users in subsystem m). In a single cell sys-
tem, the link capacity is affected only by ñ(m), m = 1,
2, and 5, which can be expected from (11). Thus, the
single cell capacity does not depend on whether or not
multiple types of traffic are accommodated in a subsys-
tem. In a multiple cell system, the number of users of
each traffic type affects the variance statistics as shown
in (15). If more users are accommodated in subsystem
m for the same value of ñ(m), a reduction in variance
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can be expected. The effect of multiple traffic accom-
modation will be discussed later.

Figure 5 shows the value of Rwa at the admissi-
ble region boundaries in Fig. 4. Note that Rwa is not
constant at the boundaries. The achievable capacity
differs from point to point. This means there is a need
for a special CAC to maximize the link capacity. In
Case B, the capacity is symmetrical on the axis of ñ(2)
= ñ(1). CAC problems will be discussed in more detail
in Sect. 5.3.

Figure 6 shows the admissible region boundary for
a multiple cell system in the same situation as in Fig. 4.
The width of a staircase varies according to the set of
ñ(1), ñ(2), and ñ(5). In an SIR-based TPC system, the
power level varies according to the received interference

Fig. 5 Weighted-aggregated data rate Rwa at admissible re-
gion boundaries for a single cell system when only subsystems 1,
2, and 5 are considered in Case B.

Fig. 6 Admissible region boundary for a multiple cell system
when only subsystems 1, 2, and 5 are considered in Case B.

Table 4 The values of E[S(1)], E[S(2)], and β2(5)E[S(5)] for different sets of ñ(1), ñ(2),
and ñ(5) in a multiple cell system in case B (Unit: dB).

ñ(1) ñ(2) ñ(5) E[S(1)] E[S(2)] β2(5)E[S(5)]
β2(5)E[S(5)]

E[S(1)]

β2(5)E[S(5)]

E[S(2)]

90 10 125 -15.74 -19.35 -12.19 6.55 10.16
20 10 251 -13.73 -14.05 -8.67 8.06 8.38
20 20 251 -11.98 -11.98 -8.77 8.21 8.21
90 90 125 -8.46 -8.46 -3.52 7.94 7.94

level. Furthermore, this power level determines its im-
pact on link capacity. Table 4 shows the average values
of S(1), S(2), and β2(5)S(5) for different sets of ñ(1), ñ(2),
and ñ(5). The ratio of β2(5)E[S(5)] over E[S(1)] deter-
mines the relative impact on link capacity of fax users
in subsystem 5 compared with voice users in subsystem
1. As the ratio increases, the width of the staircase be-
comes wider.

5.3 Relation to CAC

Figures 7(a) and (b) show the probability density func-
tions (pdfs) of Rwa at admissible region boundaries in
Cases B and C, respectively. In Case B, only subsys-
tems 1, 2, and 5 are considered. The link capacity varies
in a wide range at the admissible region boundaries.
As mentioned before, this wide variation necessitates a

Fig. 7 The probability density functions (pdfs) of weighted-
aggregated data rate Rwa at admissible region boundaries.
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Fig. 8 Admissible regions satisfying weighted-aggregated data
rate Rwa ≥ a given value in a single cell environment.

special CAC scheme to maximize the link capacity.
Investigating which points maximize the link ca-

pacity is closely related to how to perform CAC. Fig-
ure 8(a) shows the admissible points where the link
capacity is larger than or equal to 4.144Mbps and
4.12Mbps in case B having only subsystems 1, 2, and
5. The link capacity is maximized at the points where
subsystems 1 and 2 are equally loaded because ξ15 =
ξ25 and ξ51 = ξ52. The traffic ratio (ñ(1) + ñ(2))/ñ(5)
is approximately determined as 2(ξ51+ξ52)

ξ15+ξ25
(=1), where

the factor of 2 represents the effect of the different
processing gains. Figure 8(b) shows the admissible
points that make the link capacity larger than or equal
to 8.544Mbps and 8.56Mbps in case C with ñ(4) =
ñ(1) and ñ(3) = ñ(2). The different influences be-
tween subsystems 7 and 1, and between subsystems
7 and 2 differ from the trend in Case B. The maxi-
mum capacity can be achieved around the points where
ñ(1)

ñ(2)
≈ ξ72

ξ71
(=1.5). Similarly, the relation between ñ(7)

and ñ(1) + ñ(2) + ñ(3) + ñ(4) can be obtained by the
interference suppression factors, ξkm, among the sub-
systems. In summary, the interference suppression fac-
tors can be used to determine how to perform CAC in
overlaid multiband CDMA systems.

A precise CAC as mentioned above is rather com-
plicated in a real system. Let us consider a simple CAC,

Table 5 Mean mI(7) and variance σ2
I(7)

of I(7) in a multiple

cell system in case C for ñ(1) = ñ(2) = ñ(3) = ñ(4) = 10 (No:
n1(7) = n2(7) = 0, Yes: n1(7) = n2(7) = n3(7), and Unit: dB).

mI(7) σ2
I(7)

No Yes No Yes
ñ(7) = 54 -6.20 -6.18 -28.10 -28.91

ñ(7) = 397 5.52 5.50 -10.08 -10.99

where traffic load normalized by the spreading band-
width is equally distributed in each subsystem. We
found from another numerical computation that when
a simple CAC is adopted for a single cell system in
Case C, the maximum link capacity is 8.28Mbps for the
raised cosine filtered chip pulse with α = 0.22. Com-
pared to the maximum link capacity obtained by pre-
cise CAC, capacity degradation is approximately 4.1%
(degradation of 350 kbps from 8.63Mbps) if the raised
cosine filtered chip pulse is used with α = 0.22.

5.4 Multiple Traffic Accommodation

To investigate the effect of multiple traffic accommoda-
tion in a subsystem, Table 5 gives the mean and vari-
ation statistics of I(7) in case C. Two situations are
considered: In situation “No” only video users (type 3)
are accommodated in subsystem 7 and the same num-
ber of voice (type 1), fax (type 2), and video (type
3) users are assumed to be accommodated in situation
“Yes.” As expected in (14) and (15), the mean is al-
most the same in both situations and the variance can
be reduced in situation “Yes.” However, this reduction
is so small and has an insignificant effect on the link
capacity. There are so many users even in situation
“No.” Hence the additional multiplexing gain due to
multiple traffic accommodation is relatively small com-
pared with the gain due to a large number of users in
a multiple cell environment.

6. Conclusions

In an overlaid multiband CDMA system, a variety of
traffic types can be accommodated flexibly. In this pa-
per the reverse link capacity of an SIR-based power-
controlled overlaid multiband CDMA system was eval-
uated in single and multiple cell environments. We ap-
plied the recursive calculation method [11], [12] of the
mean and variance of other cell interference power de-
veloped for an SIR-based TPC system in a multiple cell
environment. Spreading bandwidths of 5/10/20MHz
were considered in a multiple class CBR traffic envi-
ronment. The effect of the spreading pulse shape filter
on the mutual interference among subsystems was also
considered in the capacity evaluation. By newly in-
troducing a weighted-aggregated data rate as the link
capacity, we compared four different combinations of
subsystems in terms of maximum link capacity. It was
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found that not capacity degradation but a slight capac-
ity gain can be obtained by overlaying subsystems with
different spreading bandwidths. The capacity gain is
due to the existence of different interference suppression
factors, which also necessitates a special CAC scheme
to maximize the link capacity and the CAC scheme
differs case by case. The capacity of a multiple cell sys-
tem is reduced by approximately 40% as indicated in
[11], [12]. The effect of multiple traffic accommodation
in a subsystem was found to be insignificant on link
capacity because additional multiplexing gain due to
multiple traffic types is relatively small compared with
the gain due to a large number of users in a multiple
cell environment.

In a multipath environment, the required Eb/Io of
a user may differ for a different spreading bandwidth
because many resolvable paths exist in a wider spread-
ing bandwidth [1]. The voice activity factor may also
need to be considered in capacity estimation. If the
above problems are to be considered, the analysis may
be complicated and tedious, but obtaining the capacity
is straightforward. Especially, the effect of the voice ac-
tivity factor can be estimated from the results in [11],
[12]. In this paper, perfect power control was assumed.
The capacity degradation due to imperfect power con-
trol and the effect of multipath fading are left for future
study.
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