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Abstract—This paper studies the statistical channel state infor-
mation (S-CSI) acquisition problem in the nonstationary massive
multiple-input multiple-output (MIMO) environment, where both
the instantaneous and statistical channel states are time varying.
First, we set up a hidden statistical channel state Markov model
(HSCSM model). Then, the parameter of the HSCSM model is es-
timated through the observed sequence of received signals. Next,
based on the HSCSM model and its estimated parameter, the S-
CSI is obtained through a maximum a-posteriori decision process.
Simulation results show that an accurate S-CSI acquisition can be
achieved by the proposed approach in the nonstationary massive
MIMO environment. In addition, the estimation accuracy rate of
the proposed approach increases with the length of observation se-
quence as well as the number of antennas, where a tradeoff between
them exists given a limited computing ability/storage space.

Index Terms—Massive MIMO, non-stationary, statistical CSI
acquisition, HSCSM-model.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) em-
ploys hundreds or thousands of antennas at the base

station (BS) to simultaneously serve a large number of users
[1], [2]. Benefitting from the great spatial multiplexing/diversity
gain, massive MIMO has many advantages. Firstly, the multi-
user interference (MUI) almost disappears as the number of
BS antennas increases to infinity, enabling power reduction and
flexible network planning [3]. Secondly, considerable high spec-
trum and energy efficiency could be obtained by simple linear
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precoding in the downlink transmission or coherent combining
in the uplink transmission. Thirdly, by exploiting the channel
reciprocity [4] between uplink and downlink, the network ca-
pacity can be significantly improved by increasing the number
of antennas without extra feedbacks.

It should be noted that, the reported benefits of massive
MIMO are based on the assumption of accurate channel state
information (CSI), which has to be obtained via effective CSI
acquisition methods. E.g., precoding and coherent detection re-
quires the instantaneous CSI (I-CSI) and user scheduling de-
mands the statistical CSI (S-CSI) [5]–[8]. Generally speaking,
the I-CSI acquisition is vulnerable to the additive random noise
and is more difficult to be obtained than the S-CSI. Therefore,
S-CSI based signal processing techniques are more preferable
in practical massive MIMO systems.

To deal with the S-CSI acquisition problem, several
approaches have been proposed in the massive MIMO environ-
ment and can be classified into two categories. The first category
includes the I-CSI based algorithms [9], [10], by which the I-
CSI is estimated through pilot transmission [11], and the S-CSI
is then obtained via statistical calculation over the estimated
I-CSI. The second category includes the expectation maximiza-
tion (EM) based algorithms [12], [13], by which the S-CSI is
“learned” in an iterative way. Namely, the expectation of the
probability to receive the observed signals is calculated given a
certain statistical channel state, then the statistical channel state
can be obtained by maximizing the expectation. Comparatively
speaking, the EM-based S-CSI acquisition is more spectrum
efficient since it has lower requirements on the pilot sequence.

The existing S-CSI acquisition methods are grounded on the
assumption that channels are wide-sense stationary [14], i.e.,
the statistical channel state should remain unchanged during the
process of S-CSI acquisition. However, measurements on mas-
sive MIMO channels indicate the non-stationarity of channels
[15], [16], which has been considered by recent researches on
massive MIMO channel modelings [17], [18]. Actually, non-
stationarity is a common phenomenon in real environments
such as the high-speed railway and vehicle-to-vehicle commu-
nications [19], [20]. In non-stationary environments, both the
instantaneous and statistical channel states are time-varying. As
a result, the S-CSI can no longer be obtained via statistical aver-
aging over the estimated I-CSI. At the same time, the EM-based
S-CSI is not applicable as well. To the best of the authors’ knowl-
edge, research works concerning the S-CSI acquisition for non-
stationary massive MIMO channels have not yet been reported.
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In this paper, we consider the non-stationary massive MIMO
environment and propose an approach to solve the S-CSI acqui-
sition problem. The contamination-free single-cell scenario is
assumed for simplicity and an extreme case is considered, where
the statistical channel state could vary in every time slot. Firstly,
making use of the channel characteristics revealed by field ex-
periments in [15], [16], we propose a hidden statistical channel
state Markov model (HSCSM-model) to represent the proba-
bilistic dependence of the observed receiving sequence on the
statistical channel states. Then, the parameter of the HSCSM-
model is estimated through the observed sequence of received
signals. Next, given the HSCSM-model and its estimated pa-
rameter, the S-CSI is obtained through a maximum a-posteriori
decision process.

The performance of the proposed S-CSI acquisition approach
is verified by simulation results. It is indicated that accurate
S-CSI can be obtained in the non-stationary massive MIMO
environment, while the traditional EM-based S-CSI acquisition
approach can not work at all. In addition, the estimation accu-
racy rate of the proposed approach increases with the length
of the observation sequence as well as the number of anten-
nas. Furthermore, the computational- complexity/storage-space
of the proposed approach is evaluated. It is shown that, given a
limited computing-ability/storage-capacity, there exists a trade-
off between the affordable observation length and the number
of antennas in terms of the estimation accuracy rate. In order to
achieve the optimal performance, the limited computing/storage
resource should be allocated to accommodate more antennas
when the signal to noise power ratio (SNR) is low, while a
longer observation should be allowed when the SNR is high.

The remainder of the paper is organized as follows. We
present the massive MIMO system model and the non-stationary
channel in Section II. Then, the HSCSM-model is proposed in
Section III. In Section IV, we describe the HSCSM-model pa-
rameter estimation and the maximum a-posteriori decision pro-
cess for the proposed S-CSI acquisition. Simulation results are
shown in Section V. Finally, concluding remarks are given in
Section VI and some detailed derivations are relegated to the
Appendix.

Notations: Throughout this paper, the set of complex num-
bers is denoted by C. The superscripts (·)T , (·)H and (·)−1

represent the transpose, conjugate transpose and inverse opera-
tions, respectively. The notation vt

t−L+1 is used to represent a se-
quence {v (t − L + 1) , v (t − L + 2) , ..., v (t)}. P (·) and p (·)
stand for the probability and the probability density function
(PDF), respectively. In addition, a random vector s following
the proper complex Gaussian distribution with mean vector μ
and covariance matrix Σ is denoted by s ∼ NC (s;μ,Σ), where
NC (s;μ,Σ) = 1

det(πΣ) e
−(s−μ)H Σ−1(s−μ) [21] and det(·) rep-

resents the determinant. Hereafter, NC (s;μ,Σ) is simplified as
NC (μ,Σ) for conciseness.

II. SYSTEM MODEL

Considering a time division duplexing (TDD) massive MIMO
system in a single-cell scenario, there are N single-antenna users
and the base station (BS) is equipped with M antennas. Taking

the general assumption of channel reciprocity between uplink
and downlink, CSI acquisition is performed in the uplink, where
transmissions happen between N users and the BS simultane-
ously. The baseband received signal vector at the BS at time t is
given as

y (t) = H (t)x (t) + z (t) , (1)

where the vector x (t) = [x1 (t) , x2 (t) , ..., xN (t)]T ∈ CN ×1

denotes the transmitted signals of N users, and the uplink
channel matrix is H (t)=[h1 (t) ,h2 (t) , ...,hN (t)]∈CM ×N ,
where hn (t) ∈ CM ×1 is the channel vector from the nth user to
the BS, z (t) = [z1 (t) , z2 (t) , ..., zM (t)]T ∈ CM ×1 is the vec-
tor of complex additive white Gaussian noise with zero mean
and element-wise variance σ2

z .
The non-stationary property of massive MIMO channels is

caused by the physical environment with limited but changing
reflecting clusters [22], [23]. Assume that the elements of H (t)
are independent and identically distributed random variables,
which follow the Rayleigh distribution with zero mean and time-
varying variance. To represent this non-stationarity, the finite set
of statistical channel states [19] is denoted by S = {S1, ..., SK },
where Si =

(
μi, σ

2
i

)
, i = 1, . . . , K is the ith state with μi and

σ2
i respectively being the mean value and variance, and K is

the number of states in S. It is assumed that the set of statistical
states could be obtained through pilot-assisted training as the
priori knowledge.

For a better understanding, the variables defined for the S-CSI
acquisition are summarized in Table I.

III. HIDDEN STATISTICAL CHANNEL STATE MARKOV MODEL

Inspired by the continuous density hidden Markov model
[24], [25], in this section, we propose a novel HSCSM-model.
By the proposed model, for the first time, the probabilistic de-
pendence of the observed receiving sequence on the statistical
channel states is set up in massive MIMO systems. Denoting a
bivariate stochastic process by {(q (t) ,y (t))}, where {q (t)} is
the hidden process, and {y (t)} is the observable process. The
hidden process is a discrete, finite-state, homogeneous Markov
chain, and the observable process is conditioned on the hidden
process. In the proposed HSCSM-model, the hidden process
{q (t)} represents the variation of statistical channel state over
time, while the observable process is conditioned on {q (t)}
through the massive MIMO channel. Namely, at each time slot,
a new statistical channel state is entered with a state transition
probability given the previous statistical channel state, then a
new receiving signal vector is observed, which depends on the
current statistical channel state, as shown in Fig. 1.

The parameter of the proposed HSCSM-model consists
of three components: initial state probability vector η, state
transition probability matrix G and probability density ma-
trix B, denoted by λ=(η,G,B). Assume that the length
of the observation sequence is L (including the current ob-
servation and previous L − 1 observations) and let qt

t−L+1 =
{q (t − L + 1) , q (t − L + 2) , ..., q (t)} denote the hidden se-
quence of statistical channel states from time t − L + 1 to
time t. The sequence of observations is denoted by yt

t−L+1 =
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TABLE I
VARIABLES FOR THE S-CSI ACQUISITION

Fig. 1. The proposed HSCSM-model.

{y (t − L + 1) ,y (t − L + 2) , ...,y (t)}. In the following, the
calculation of η (t), G (t), and B (t) will be presented, respec-
tively.

Calculation of η (t): η (t) is the initial state probability vec-
tor, η (t) = [ηS1 (t) , ηS2 (t) , ..., ηSK

(t)]T ∈ RK×1, its ith ele-
ment represents the probability that the initial state is Si at time

Fig. 2. Statistical channel state estimation at time t.

t − L + 1, denoted by

ηSi
(t) = P (q (t − L + 1) = Si) . (2)

Note that, ηSi
(t) ≥ 0 and

∑K
i=1 ηSi

(t) = 1.
Calculation of G (t): G (t) ∈ RK×K is the matrix of state

transition probability, its (i, j) th element represents the state
transition probability from state Si at time t − l to state Sj at
time t − l + 1, given as

gij (t) = P (q (t − l + 1) = Sj |q (t − l) = Si ) . (3)

It is clear that
∑K

j=1 gij (t) = 1.
Calculation of B (t): B (t) ∈ RK×L is the probability den-

sity matrix. Its (i, l)th element represents the probability density
of the observation vector y (t − l) in the presence of statistical
channel state Si , given as

bil (t) = p (y (t − l) |q (t − l) = Si ) , (4)

where p (y (t − l) |q (t − l) = Si ) is a multi-variate complex
Gaussian density with the mean vector μSi

(t) and covariance
matrix ΣSi

(t). According to (1), p (y (t − l) |q (t − l) = Si ) is
given as

p (y (t − l) |q (t − l) = Si )

=
1

det (πΣSi
(t))

e−(y(t−l)−μS i
(t))H (ΣS i

(t))−1(y(t−l)−μS i
(t)).

(5)

Note that, to get the derivation in (5), a unit transmit-
ting power is assumed for each user for simplicity. How-
ever, an extension to the case with un-equal power allocation
is straight forward. Let μ (t)=

{
μS1

(t) ,μS2
(t) , ...,μSK

(t)
}

and Σ (t)={ΣS1 (t) ,ΣS2 (t) , ...,ΣSK
(t)}. The elements of

B (t) can be calculated by the elements of μ (t) and Σ (t).
Therefore, the parameter of the HSCSM-model at time t is rep-
resented by λ (t)=(η (t) ,G (t) ,μ (t) ,Σ (t)) hereafter.

IV. STATISTICAL CHANNEL STATE INFORMATION ACQUISITION

In this section, we propose a new S-CSI acquisition approach
based on the proposed HSCSM-model. Specifically, at each time
slot, the newly observed receiving signal vector will be used
to update the HSCSM-model parameter, then, the statistical
channel state is estimated through the maximum a-posteriori
decision process, as shown in Fig. 2.
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A. HSCSM-Model Parameter Estimation

The probability density of yt
t−L+1 conditioned on λ (t) is

given as

p
(
yt

t−L+1|λ (t)
)

=
∑

q t
t−L +1

p
(
yt

t−L+1

∣
∣qt

t−L+1,λ (t)
)
P

(
qt
t−L+1|λ (t)

)
, (6)

where the conditional probability of the hidden sequence qt
t−L+1

is given as

P
(
qt
t−L+1 |λ (t)

)
=

L−1∏

l=0

gq(t−l−1)q(t−l) (t), (7)

with gq(t−L)q(t−L+1) (t)=ηq(t−L+1) (t). Elements of yt
t−L+1

are conditionally independent, and their distributions depend
on the corresponding statistical channel states qt

t−L+1. For any
non-negative integer L, we have

p
(
yt

t−L+1

∣
∣qt

t−L+1, λ (t)
)

=
L−1∏

l=0

p (y (t − l) |q (t − l) ). (8)

Substituting (7) and (8) into (6), the conditional probability
density in (6) is given as

p
(
yt

t−L+1|λ (t)
)

=
∑

q t
t−L +1

L−1∏

l=0

gq(t−l−1)q(t−l) (t)p (y (t−l)|q (t−l) ). (9)

Note that, a more efficient calculation of (9) can be found in
the Appendix. The HSCSM-model parameter estimation is then
obtained by maximizing the likelihood given an observation
sequence yt

t−L+1, given as

λ̂ (t)=arg max
λ(t)

p
(
yt

t−L+1 |λ (t)
)
, (10)

whereˆdenotes the optimal parameter that maximizes the like-
lihood. The maximization problem in (10) is solved by an ex-
tended Baum-Welch method [26], which iteratively generates
the HSCSM-model parameter with nondecreasing likelihood
[27]. Each iteration starts with the current parameter λn (t) and
estimates a new parameter λn+1 (t) by maximizing the auxiliary
function, given as

λn+1 (t) = arg max
λ(t)

Q (λn (t), λ (t)) , (11)

where n is the index of iteration and

Q (λn (t), λ (t))

=
∑

q t
t−L +1

p
(
qt
t−L+1

∣
∣yt

t−L+1, λ
n (t)

)
log p

(
qt
t−L+1,y

t
t−L+1 |λ (t)

)
.

(12)

The iteration is terminated when a convergence criterion is sat-
isfied, e.g.,

p
(
yt

t−L+1

∣
∣λn+1 (t)

)−p
(
yt

t−L+1 |λn (t)
)
<ε, (13)

where ε is a predefined threshold.

Let P
(
q (t−l)=Si

∣
∣yt

t−L+1, λ (t)
)

be the probabil-
ity of being in state Si at time t − l given λ (t).
Defining P

(
q (t−l)=Si, q (t−l +1)=Sj

∣
∣yt

t−L+1 , λ (t)
)

as the probability of being in state Si at time t − l
and state Sj at time t − l + 1 given

(
yt

t−L+1, λ (t)
)
.

The calculation of P
(
q (t−l)=Si

∣
∣yt

t−L+1, λ (t)
)

and
P

(
q (t−l)=Si, q (t−l +1)=Sj

∣
∣yt

t−L+1 , λ (t)
)

relies on the
scaled forward and backward variables, which can be found in
the Appendix.

The HSCSM-model parameter obtained during the iterative
maximization of (12) is given as

η̃Si
(t) = P

(
q (t−L +1) = Si

∣
∣yt

t−L+1 , λ (t)
)
, (14a)

g̃ij (t) =
∑L−1

l=1 P
(
q (t−l)=Si, q (t−l+1)=Sj

∣
∣yt

t−L+1 ,λ (t)
)

∑L−1
l=1 P

(
q (t−l)=Si

∣
∣yt

t−L+1 , λ (t)
) ,

(14b)

μ̃Si
(t) =

∑L−1
l=0 P

(
q (t−l) = Si

∣
∣yt

t−L+1 , λ (t)
)
y (t−l)

∑L−1
l=0 P

(
q (t−l) = Si

∣
∣yt

t−L+1 , λ (t)
) ,

(14c)

and

Σ̃Si
(t)=

∑L−1
l=0 P

(
q (t−l)=Si

∣
∣yt

t−L+1 , λ (t)
)
W (t − l)

∑L−1
l=0 P

(
q (t − l) = Si

∣
∣yt

t−L+1 , λ (t)
) ,

(14d)

where ˜ denotes the temporary value during the iteration,
W(t−l)=IM � ((y(t−l)−μ̃Si

)(y(t−l)−μ̃Si
)H ) with IM

denoting the M × M identity matrix and � representing the
element-wise matrix multiplication.

B. S-CSI Acquisition

The statistical channel state at time t is obtained by max-
imizing the likelihood of q(t) conditioned on the observation
sequence yt

t−L+1 and the estimated HSCSM-model parameter
λ̂ (t), given as

q̂ (t)= arg max
q(t)∈S

{
p

(
q (t)

∣
∣
∣yt

t−L+1, λ̂ (t)
)}

. (15)

To solve the maximization problem in (15), we use the maximum
a-posteriori decision process, given as

p
(
q (t − l)

∣
∣
∣y (t − l) , λ̂ (t)

)

=
η̂q(t−l) (t) p (y (t − l) |q (t − l) )

∑
q(t−l)∈S η̂q(t−l) (t) p (y (t − l) |q (t − l) )

(16)

when l = L − 1, and

p
(
q (t − l)

∣
∣
∣yt−l

t−L+1, λ̂ (t)
)

=
p

(
q (t−l)

∣
∣
∣yt−l−1

t−L+1, λ̂ (t)
)

p (y (t−l) |q (t−l) )
∑

q(t−l)∈S p
(
q (t−l)

∣
∣
∣yt−l−1

t−L+1, λ̂ (t)
)

p (y (t−l) |q (t−l) )

(17)
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Algorithm 1: Statistical Channel State Estimator.
Input: y t

t−L + 1={y (t−L+1),...,y (t)} and S={S1,...,SK }
Output: Estimated statistical channel state q̂ (t)

1 n = 0;
2 Initialize λn (t)=(ηn (t),Gn (t),μn (t),Σn (t));
3 Obtain Bn (t) following p(y(t−l)|q(t−l)=Si )∼NC(

μn
Si

(t) ,Σn
Si

(t)
)
;

4 repeat
5 Calculate ᾱ t−l (Si ) and β̄ t−l (Si ) following (27) and (30);
6 Calculate p(y t

t−L + 1|λn (t) ) following (34);
7 Update the HSCSM-model parameter:
8 Calculate P (q(t−l)=Si |y t

t−L + 1 ,λn (t)) and
P (q(t−l)=Si ,q(t−l+1=Sj )=Si |y t

t−L + 1 ,λn (t)) following
(31) and (32);

9 Calculate λn + 1(t) following (14);
10 Obtain Bn + 1(t) following p(y(t−l)|q(t−l)=Si )∼NC(

μn+1
Si

(t) ,Σn+1
Si

(t)
)
;

11 n = n + 1;
12 until p(y t

t−L + 1|λn (t) )−p(y t
t−L + 1|λn −1(t) )<ε;

13 Obtain the statistical channel state:
14 Estimate the statistical channel state q̂ (t) following

(16)–(18);

when l=L − 2, L − 3, ..., 0, where

p
(
q (t − l)

∣
∣
∣yt−l−1

t−L+1, λ̂ (t)
)

=
∑

q(t−l−1)∈S

ĝq(t−l−1)q(t−l) (t) p
(
q (t−l −1)

∣
∣
∣yt−l−1

t−L+1, λ̂ (t)
)
.

(18)

In summary, the necessary steps for the proposed S-CSI ac-
quisition approach are listed in Algorithm 1.

V. SIMULATION RESULTS

In this section, we present some representative simulation
results to evaluate the performance of the proposed S-CSI ac-
quisition approach. Due to fact that the field experiments on
massive MIMO channels are still at an exploratory stage and
the raw data of channel sounding are difficult to be obtained,
the parameters used in the simulations are randomly selected,
as shown in Table II. Note that, Setup 1 and 2 both have
three statistical channel states, but with different initial state
probability vectors and transition matrices, while Setup 3 has
four statistical channel states. For each statistical channel state
Si , the mean vector and covariance matrix of the (i, l)th ele-
ment of the probability density matrix B (t) are μSi

(t)=0 and
ΣSi

(t)=(
∑N

n=1 E{|xn (t)|2}σ2
i + σ2

z )IM , where E{|xn (t)|2}
represents the transmitting power of the nth user. Since the
proposed S-CSI acquisition approach only requires the second-
order statistical knowledge of the transmitted signals, binary
phase shift keying (BPSK) modulated signals with unit trans-
mitting power is used for simplicity. In addition, the threshold
for (13) is set as ε = 10−6.

TABLE II
PARAMETERS FOR THE SIMULATIONS

In the Monte Carlo simulations, the following steps are carried
out.

Step 1: Generate a random hidden sequence qt
t−L+1 using the

initial state probability vector and the state transition
probability matrix.

Step 2: Generate an observation sequence yt
t−L+1 condi-

tioned on the hidden sequence and the HSCSM-
model.

Step 3: Estimate the parameter of the HSCSM-model from
the observation sequence.

Step 4: Estimate the statistical channel state based on the ob-
servation sequence and the estimated HSCSM-model
parameter.

The performance indicators are the mean square error (MSE)
and the accuracy rate Pc , respectively given as

MSE =
1
ζ

ζ∑

j=1

∣
∣σ̂2

ij (t) − σ2
ij (t)

∣
∣2

, (19)

and

Pc =

∑ζ
j=1 Sign (|q̂j (t) − qj (t)|)

ζ
, (20)

where ζ = 10000 denotes the number of independent Monte
Carlo simulation trials, q̂j (t) is the estimated statistical channel
state in the jth Monte Carlo trial, and σ̂2

ij (t) denotes its variance.
The function Sign (·) is defined as

Sign (x) =
{

1, x = 0,
0, x �= 0.

(21)

A. Feasibility of the Proposed Approach

In this subsection, the feasibility of the proposed approach is
testified. Specifically, we compare the MSE performance of the
proposed statistical channel state estimator and an EM-based
estimator in [13], where the number of users N = 16, the num-
ber of BS antennas M = 128 and the length of observation
sequence L = 10.

The results are shown in Fig. 3, it can be observed that: 1) The
EM-based estimator cannot work for all the three Setups in the
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Fig. 3. The MSE performance of the proposed statistical channel state esti-
mator and the EM-based estimator.

non-stationary environment, even when the SNR is increased to
a high level. In contrast, our proposed approach can obtain the
S-CSI with a much lower MSE. 2) For Setups 1 and 2, the pro-
posed statistical channel state estimator has similar performance
in terms of the MSE. It is indicated that, given the same set of
statistical states, the performance of the proposed approach is
not sensitive to the initial state probability or the transition prob-
ability. 3) Compared to Setup 1 or 2, a better MSE performance
can be obtained by the proposed approach with Setup 3 when
SNR > −12dB. This is due to the fact that, more statistical
states will result in a larger “capacity” of the HSCSM-model,
thus improve the performance [28]. Furthermore, it is noticed
that a crosspoint exists between the MSE curve of Setup 3 and
those of Setups 1 and 2 when SNR ≈ −12dB. I.e., in the region
when SNR < −12dB, the MSE performance with Setup 3 is
worse than that of Setup 1 or 2. The explanation is that, in the
low SNR region, the sampled data is severely contaminated and
the model parameter is estimated through the “bad” samples.
As a result, erroneous model parameter is used and wrong deci-
sion is made, where more statistical states lead to a higher error
probability.

The above observations show that, accurate S-CSI can be ob-
tained by the proposed approach in the simulated non-stationary
massive MIMO environment, especially when the number of
statistical states is large. In the following simulations, we use
only Setup 1 for simplicity since it represents the worst-case
performance among the three setups.

B. Accuracy Rate of the Proposed Approach

In the next, the accuracy rate of the proposed S-CSI acqui-
sition approach is testified, where single-user and multi-user
scenarios are considered, respectively.

1) Single-User Scenario: Firstly, the effect of the observa-
tion length on the estimation accuracy rate is studied and the
results are shown in Fig. 4, where SNR = 0 dB, and the number
of BS antennas is set as M = {16, 32, 64, 128, 256}. It can be

Fig. 4. Effect of the observation length on the estimation accuracy rate.

Fig. 5. Effect of the number of BS antennas on the estimation accuracy rate.

observed that: a) When the length of observation sequence in-
creases, the accuracy rate increases as expected. Thus, to obtain
accurate S-CSI, an adequate long observation sequence should
be available. This is natural due to the fact that the proposed
HSCSM-model is a statistical one, where a longer observation
sequence can help to obtain a better parameter estimation and
thus yield more accurate S-CSI. b) The effect of the accuracy
rate improvement by increasing the length of observation se-
quence is marginal when L ≥ 30. This is because that, there
exists a uniform capacity convergence for the deterministic sta-
tistical model [28], [29]. Namely, the improvement associated
with increasing the observation length becomes saturated when
the convergence is obtained. Therefore, in Fig. 4, the accuracy
rate is dominated by the noise level when L ≥ 30.

Then, the effect of the number of BS antennas on the estima-
tion accuracy rate is studied and the results are shown in Fig. 5,
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Fig. 6. Effect of the SNR on the estimation accuracy rate.

where SNR = 0 dB, and the length of observation sequence is
set as L = {2, 6, 10, 20, 30}. Note that, increasing the number
of BS antennas will increase the number of elements follow-
ing the same distribution in one observation. It can be observed
that, the number of BS antennas affects the accuracy rate in a
similar way as the observation length does. Namely, increasing
the number of BS antennas can improve the estimation accuracy
rate significantly when M is small, and such an improvement
becomes marginal when M is large, e.g., a steady-state accuracy
rate is achieved when M ≥ 128.

Next, the effect of the SNR on the accuracy rate is studied and
the results are shown in Fig. 6, where L = 30 is used and the
number of BS antennas is set as M = {16, 32, 64, 128, 256}.
As we can see, given an adequate long observation sequence,
the estimation accuracy rate improves as the SNR increases.
In addition, as the number of BS antennas increases, the corre-
sponding SNR of the steady-state accuracy rate decreases. When
the number of BS antennas is 128, the steady-state accuracy rate
(Pc ≥ 0.99) corresponds to SNR = 1 dB.

In summary, in order to obtain accurate S-CSI (Pc ≥ 0.99)
in the single-user scenario, the length of observation se-
quence should be longer than 30, the number of BS antennas
should be more than 128 and the SNR should be greater than
1 dB.

2) Multi-User Scenario: The estimation accuracy rate
of the proposed approach in the multi-user scenario is
shown in Fig. 7, where the number of BS antennas M =
128, the observation length L equals to 30, and SNR =
{−8 dB,−5 dB, 0 dB, 20 dB}. Note that, according to (1), by
increasing the number of users, the SNR is increased by N
times. Namely, the multi-user scenario is equivalent to the
single-user scenario with N -fold SNR, this is confirmed by
the results in Fig. 7. Specifically, when SNR = −8 dB, accurate
S-CSI (Pc ≥ 0.99) can be obtained when N ≥ 8, and while
SNR = −5 dB, accurate S-CSI is obtained when N ≥ 4.

Fig. 7. Effect of the number of users on the estimation accuracy rate.

TABLE III
COMPUTATIONAL COMPLEXITY OF STEPS IN ALGORITHM 1

Therefore, the over all requirements for accurate S-CSI
(Pc ≥ 0.99) acquisition in both single-user and multi-user sce-
narios is L ≥ 30, M ≥ 128 and 10 log N + SNR ≥ 1 dB.

C. Computational Complexity of the Proposed Approach

Last but not least, the computational complexity of the pro-
posed statistical channel state estimator is analyzed and evalu-
ated by the number of complex multiplications, which can be
obtained by summing up the computational complexity of each
step in Algorithm 1, as listed in Table III. Note that, due to the
diagonal property of the covariance matrix, the complexity of
calculating B (t) inversion is O (M) instead of O

(
M 3

)
. Thus,

the total computational complexity of the proposed statistical
channel state estimator is

Ncomplexity = O
(
LMK + LK2 + LK + K

)
. (22)

Discussion: The computational complexity in (22) is primar-
ily dominated by O (LMK), while the storage space consumed
by the L-length, M -dimensional observation sequence is dom-
inated by O (LMNs), where Ns is the storage space used for
one receiving signal. Therefore, it is clear that, given a limited
computing-ability/storage-capacity which is determined by the
hardware capability, there exists a tradeoff between the afford-
able observation length L and the number of BS antennas M .
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Fig. 8. Tradeoff between the affordable observation length and the number of
BS antennas.

The performance of the proposed statistical channel state esti-
mator is then studied given a limitation of LM = 512, where
L = {2, 4, 8, 16, 32, 64} and M = {256, 128, 64, 32, 16, 8} ac-
cordingly, the results are shown in Fig. 8. It is observed that,
as expected, the tradeoff between the observation length and
the number of BS antennas does exist. In order to achieve the
optimal performance, {L = 8,M = 64} is chosen for SNR =
−5 dB, and 0 dB, while {L = 16,M = 32} is selected when
SNR = 5 dB, and 10 dB. It can be inferred that, the limited re-
source should be allocated to accommodate more BS antennas
when the SNR is low, while a longer observation sequence
should be allowed when the SNR is high. The reason is that,
in the low SNR region, the credibility of each receiving signal
is low due to the noise perturbation, and it can be improved by
using more BS antennas. While in the high SNR region, each ob-
servation is credible and thereby a longer observation sequence
can yield a better performance. In other words, in some cases,
we have to abandon the data belonging to part of the BS anten-
nas in order to allow a longer observation sequence for a better
performance .

VI. CONCLUSION

In this paper, an S-CSI acquisition approach has been pro-
posed for the non-stationary massive MIMO channel. Firstly,
a HSCSM-model has been set up to represent the probabilistic
dependence of the observed receiving sequence on the statisti-
cal channel states. Then, the parameter of the HSCSM-model
has been estimated given the observed sequence of receiving
signals. In the next, the statistical channel state has been esti-
mated based on the HSCSM-model and its estimated parameter.
The effectiveness of the proposed S-CSI acquisition approach
has been verified by simulation results. In addition, a tradeoff
between the affordable observation length and the number of
BS antennas has been found when the computing/storage re-
source is limited. Specifically, in order to achieve the optimal

performance, the limited computing/storage resource should be
allocated to accommodate more antennas when the SNR is low,
while a longer observation sequence should be allowed when
the SNR is high.

In the following, we start from defining the forward and
backward variables, then we show how their scaled ver-
sions are calculated, finally, we give the derivation of the
probability P

(
q (t−l)=Si

∣
∣yt

t−L+1, λ (t)
)

and the probability
P

(
q (t−l)=Si, q (t−l +1)=Sj

∣
∣yt

t−L+1 , λ (t)
)
.

The forward variable αt−l (Si) denotes the probability den-
sity of partial observation sequence yt−l

t−L+1 and the hidden state
q (t − l) = Si given the condition of the HSCSM-model param-
eter λ (t), i.e.,

αt−l (Si) = p
(
yt−l

t−L+1, q (t − l) = Si |λ (t)
)
. (23)

For l = L − 1, L − 2, ..., 0, αt−l (Si) can be obtained conse-
quently, given as

αt−l (Si) = ηSi
(t) p (y (t − l) |Si ) (24a)

when l = L − 1, and

αt−l (Si) =

⎛

⎝
K∑

j=1

αt−l−1 (Sj ) gji (t)

⎞

⎠ p (y (t − l) |Si )

(24b)

when l = L − 2, L − 3, ..., 0.
Scaling is used to make sure that the calculation of (23) will

not exceed the calculating limit of computer simulations, given
as (without scaling, the calculation of (23) may occasionally
exceeds the precision limit)

ᾱt−l (Si) =
αt−l (Si)

∏L−1
d= l ct−d

, (25)

where

ct−d =
K∑

i=1

ηSi
(t) p (y (t − d) |Si ) (26a)

when d = L − 1, and

ct−d =
K∑

i=1

⎛

⎝
K∑

j=1

ᾱt−d−1 (Sj ) gji (t)

⎞

⎠ p (y (t − d) |Si )

(26b)

when d = L − 2, L − 3, ..., 0.
Substituting (24) into (25), the scaled forward variable can be

obtained as

ᾱt−l (Si) =
ηSi

(t) p (y (t − l) |Si )
ct−l

(27a)

when l = L − 1, and

ᾱt−l (Si) =

(∑K
j=1 ᾱt−l−1 (Sj ) gji (t)

)
p (y (t − l) |Si )

ct−l

(27b)

when l = L − 2, L − 3, ..., 0.
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The backward variables can be obtained in a similar manner.
It denotes the probability density of partial observations yt

t−l+1
given the hidden state q (t − l) = Si and the HSCSM-model
parameter λ (t), i.e.,

βt−l (Si) = p
(
yt

t−l+1 |q (t − l) = Si, λ (t)
)
. (28)

For l = 0, 1, ..., L − 1, βt−l (Si) can be obtained reversely,
given as

βt−l (Sj ) = 1 (29a)

when l = 0, and

βt−l (Sj ) =
K∑

i=1

βt−l+1 (Si) gji (t) p (y (t − l + 1) |Si )

(29b)

when l = 1, 2, ..., L − 1.
Similarly, the scaled backward variable is calculated as

β̄t−l (Sj ) = 1 (30a)

when l = 0, and

β̄t−l (Sj ) =
∑K

i=1 β̄t−l+1 (Si) gji (t) p (y (t − l + 1) |Si )
ct−l

(30b)

when l = 1, 2, .., L − 1.
Then, P

(
q (t−l)=Si

∣
∣yt

t−L+1, λ (t)
)

is obtained as

P
(
q (t−l) = Si

∣
∣yt

t−L+1 , λ (t)
)
=

ᾱt−l (Si) β̄t−l (Si)
∑K

i=1 ᾱt−l (Si) β̄t−l (Si)
,

(31)

and P
(
q (t−l)=Si, q (t−l +1)=Sj

∣
∣yt

t−L+1 , λ (t)
)

is calcu-
lated as

P
(
q (t−l)=Si, q (t−l+1)=Sj

∣
∣yt

t−L+1 , λ (t)
)

=
ᾱt−l (Si) gij (t) p (y (t−l+1) |Sj ) β̄t−l+1 (Sj )

∑K
i=1

∑K
j=1 ᾱt−l (Si) gij (t) p (y (t−l+1) |Sj ) β̄t−l+1 (Sj )

.

(32)

As aforementioned, the conditional probability density of
yt

t−L+1 in (9) can be calculated more efficiently, i.e.,

p
(
yt

t−L+1 |λ (t)
)

=
K∑

i=1

αt (Si). (33)

Substituting (25) into (33), the probability in (9) is obtained as

p
(
yt

t−L+1 |λ
)

=
L−1∏

d=0

ct−d . (34)
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